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Abstract

Multi-modal recommender system focuses on utilizing rich modal
information ( i.e., images and textual descriptions) of items to im-
prove recommendation performance. The current methods have
achieved remarkable success with the powerful structure modeling
capability of graph neural networks. However, these methods are
often hindered by sparse data in real-world scenarios. Although
contrastive learning and homography ( i.e., homogeneous graphs)
are employed to address the data sparsity challenge, existing meth-
ods still suffer two main limitations: 1) Simple multi-modal feature
contrasts fail to produce effective representations, causing noisy
modal-shared features and loss of valuable information in modal-
unique features; 2) The lack of exploration of the homograph re-
lations between user interests and item co-occurrence results in
incomplete mining of user-item interplay.

To address the above limitations, we propose a novel framework
for REfining multi-modAl contRastive learning and hoMography
relations (REARM). Specifically, we complement multi-modal con-
trastive learning by employing meta-network and orthogonal con-
straint strategies, which filter out noise in modal-shared features
and retain recommendation-relevant information in modal-unique
features. To mine homogeneous relationships effectively, we in-
tegrate a newly constructed user interest graph and an item co-
occurrence graph with the existing user co-occurrence and item
semantic graphs for graph learning. The extensive experiments on
three real-world datasets demonstrate the superiority of REARM to
various state-of-the-art baselines. Our visualization further shows
an improvement made by REARM in distinguishing between modal-
shared and modal-unique features. Code is available here.

CCS Concepts

« Information systems — Recommender systems; Multime-
dia and multimodal retrieval.
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1 Introduction

Recommender systems have become indispensable tools in contem-
porary e-commerce for discovering items of interest to users based
on their preferences and behaviors [6, 33]. Technological advances
make it easier for users to access a wealth of multi-modal informa-
tion about items, such as images, texts, and videos. By exploiting
these rich contents, multi-modal recommender systems could ob-
tain more accurate inferences about user interests or preferences
compared to general recommender systems [44, 49, 57].

Early researchers integrate multi-modal information into the
classical collaborative filtering (CF) framework by either concate-
nating or summing multi-modal information [13, 27]. Recent ap-
proaches [8, 56] consider the graph structures for user-item inter-
actions and multi-modal information, and explore potential higher-
order connectivity with the help of graph neural networks (GNNs).
Current state-of-the-art multi-modal recommender systems require
high-quality supervised data to achieve optimal performance. How-
ever, observed interactions are extremely sparse in real e-commerce
scenarios, compared to the entire interaction space [12]. This spar-
sity hinders the model’s ability to learn efficiently, thereby limiting
the performance of recommender systems [20, 24, 45].

Inspired by the success of Self-Supervised Learning (SSL), re-
searchers address data sparsity by creating self-supervised sig-
nals with multi-modal information [47, 50]. Unlike in computer
vision [47] and natural language processing [19]—where SSL trains
models for downstream tasks—most multi-modal recommenda-
tions [8, 57] construct self-supervised signals by contrasting fea-
tures for the final representation. For instance, DifftMM [17] employs
cross-modal contrastive learning to align multi-modal information
and reduce noise, improving user preference learning. While explor-
ing SSL, other efforts [41, 49, 50] explore multi-modal information
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Figure 1: Illustration of contrastive learning for modalities in
the multi-modal recommendation. Obtaining modal-shared
features only by contrastive learning ignores valuable modal-
unique features, and risks modal-shared features containing
noise (irrelevant for the multi-modal recommendation task).

and historical interactions to create homogeneous graphs, to allevi-
ate the issue of sparse data. For example, DRAGON [54] combines
dual representations from both heterogeneous and homogeneous
graphs (i.e., user co-occurrence graph & item semantic graph). Al-
though current studies show promising results in multi-modal rec-
ommendations, they still face two significant limitations: 1) Simple
contrasting multi-modal features leads to incomplete user
and item representations. Directly fusing multi-modal features
fails to take into account unique and shared information is insuffi-
cient 7, 22, 34, 39]. On the one hand, unique features may be lost
when aligning for consistency with contrastive learning [23, 36].
For the example illustrated in Figure 1, the model can well maintain
the consistency features through multi-modal contrastive learning,
i.e., modal-shared features, in the overlapping regions of visual and
textual modalities. However, there are modal-unique features that
are simultaneously relevant to the multi-modal recommendation
task. For instance, a fashionable twist design might be evident in the
image but not in the text, or “pockets” mentioned in the text might
not be clear from the image alone in Figure 1. Missing discriminative
modal-unique information leads to suboptimal recommendation
performance. Preserving valuable modal-unique features when ex-
ploring modal consistency is essential for achieving high-quality
recommendations. On the other hand, not all modal-shared features
extracted by the model are useful; some may be noisy, irrelevant, or
even misleading [22, 39]. For example, an item in Figure 1 is iden-
tified as a girl’s shirt by both image and text, but it could also be
for boys based on the “Big Kids” tag. Insufficient and noisy feature
representations may substantially degrade the performance of the
model. Hence, the ability to retain salient modal-unique features
and eliminate modal-shared noise is vital for the effectiveness of
multi-modal self-supervised models. 2) Neglect of user interest
and item co-occurrence relationships. A substantial amount
of informative signals are embedded within user interest patterns
and item co-occurrence relationships, which can be leveraged to
facilitate a deeper understanding of user behaviors and item seman-
tics [4, 21, 28, 51]. However, existing methods primarily focus on

Shouxing Ma, Yawen Zeng, Shiging Wu, and Guandong Xu

user co-occurrence and item semantic relationships while overlook-
ing the associations between user interests and item co-occurrence
patterns [50, 54, 56]. Hence, it is crucial to incorporate both co-
occurrence and semantic (interest) relationships of users and items
to enhance model representation capabilities.

To address the above issues, we propose a novel framework for
REfining multi-modAl contRastive learning and latent hoMography
relations (REARM). Our overall approach (Figure 2) comprises
three core components: homography relation learning, heterogra-
phy relation learning, and refining contrastive learning. First, we
utilize the existing interactions and multi-modal information to ad-
ditionally construct an item co-occurrence graph and user interest
graph based on previous studies [47, 54]. The item semantic graph
and the user co-occurrence graph, together, form user and item ho-
mogeneous graphs, respectively. These graphs enable the model to
explore potential relationships among users and items from differ-
ent perspectives of structure and semantics (interest). Next, we ex-
plore potential higher-order interactions from the interaction graph
for each modality independently. We follow previous studies [8, 17]
to introduce an auxiliary task to alleviate the data sparsity, i.e., we
contrast multi-modal features to generate self-supervised signals.
To further filter out noises in modal-shared features and preserve
the modal-unique and recommendation-relevant information after
contrasting, we refine the multi-modal contrastive learning by in-
troducing the meta-network and orthogonal constraint techniques.
The former leverages customized transformation matrices to extract
recommendation-relevant information from modal-shared features
to filter out noise, while the latter utilizes the orthogonal constraint
loss function to encourage multi-modal features to retain modal-
unique information. We validate the effectiveness of our framework
on three public datasets, and our experimental results demonstrate
distinct advantages of our model. Furthermore, we visualize the
difference in the probability of interaction before and after refining
the contrasting multi-modal features, which clearly shows the su-
periority of our method in distinguishing between modal-shared
features and modal-unique features.

Our main contributions are summarized as follows.

e We propose a novel multi-modal contrastive recommendation
framework (REARM), which preserves recommendation-relevant
modal-shared and valuable modal-unique information through
meta-network and orthogonal constraint strategies, respectively.

e We jointly incorporate co-occurrence and similarity graphs of
users and items, allowing more effective capturing of the under-
lying structural patterns and semantic (interest) relationships,
thereby enhancing recommendation performance.

o Extensive experiments are conducted on three publicly available
datasets to evaluate our proposed method. The experimental
results show that our proposed framework outperforms several
state-of-the-art recommendation baselines.

2 Related Work

2.1 Multi-modal Recommendation

Due to the sparse interaction of recommender systems in the real
world, numerous studies [41, 44] have leveraged multi-modal data
about users or items (e.g., images, descriptions, or reviews). Earlier
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Figure 2: The structure overview of the proposed REARM.

work, such as VBPR [13], directly splices visual features from items
into the vanilla CF framework. Later, GNNs shown to be capable
of exploring potential higher-order interactions are introduced
and largely utilized [44, 47]. Specifically, LGMRec [8] combines
local graph and global hypergraph embedding modules to enhance
representations. Recently, SSL has received massive attention for
the benefits of non-addition of data [46]. For instance, DifftMM [17]
improves representations by contrasting multi-modal features.

2.2 GNN-based Recommendation

The powerful higher-order connectivity of GNNs further extends
the expressive power of CF models [42]. Along this line, Light-
GCN [14] further investigates the importance of each component in
GNNs, and experimentally removes feature transformation and non-
linear activation modules to better fit the recommendation. Later on,
GNN-based methods are widely adopted as an essential component
of various recommendations [3, 44]. For example, DRAGON [54]
proposes a dual graph learning representation, which incorporates
the user co-occurrence graph and the item semantic graph.

2.3 Contrastive Learning for Recommendation

Contrastive learning has been widely practiced in various fields [5,
19], since it benefits from generating self-supervised signals based
on the original data. This advantage also renders it a powerful tool in
tackling the inherent data sparsity issue in recommender systems [3,
24]. More specifically, SLMRec [35] performs dropout and masking
operations on multi-modal features to construct additional self-
supervised signals. Also, similar multi-modal contrastive learning
strategies are employed in DiffMM [17] to capture and utilize the
modality-related consistency information.

3 Theoretical Guarantee

3.1 Multi-modal Contrastive Learning

Let X; and X, denote the different data modalities, while Z and Y
denote the latent variable and the task, respectively. Multi-modal
contrastive learning as a universal framework yields a latent vari-
able Z by maximizing the mutual information I(Xj, X2) to satisfy
task Y [22]. However, this strategy is only effective under the as-
sumption of multi-view redundancy [7, 23, 39].

Definition 1 (Multi-view redundancy). 3¢ > 0, such that
I(X1;Y|X2) < eand I(X2;Y|X;) < e.

This assumption indicates that most of the task-relevant infor-
mation is shared and that the unique information is as small as
&. While multi-view redundancy is correct for particular types of
multi-modal data, valuing unique information as well as ignoring
redundant irrelevant information is also critical [23, 34, 39]. Fur-
thermore, Liang et al. [22] factorize task-relevant information to
shared and unique information with separate optimizations. The
same applies to multi-modal recommendations, and simple con-
trasting multi-modal features leads to incomplete representations.
Hence, considering multi-modal contrastive learning, we further
filter out recommendation-irrelevant information in modal-shared
and retain recommendation-relevant information in modal-unique.

3.2 Orthogonal Constraint

A matrix, W, is orthogonal if WIW=WWT =1 Enforcing an or-
thogonality constraint between matrices could penalize and reduce
the redundant information between them [32, 38, 40]. Moreover,
soft orthogonal constraint loss is defined to approximate orthog-
onality efficiently [1, 9, 26]. Similar to previous work [31, 52], we
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utilize orthogonal constraint loss to encourage non-redundancy
retention between modals, and further incorporate classical recom-
mendation loss to preserve valuable modal-unique information.

4 Methodology

4.1 Preliminaries

We conceptualize the user-item interactions as a bipartite graph
Gui = {(u,i,e)lu € U,i € I,e € E}, where U denotes the set of N
users, 7 denotes the set of M items, and & denotes the set of edges
representing the observed interactions. Furthermore, we denote
the multi-modal information derived for each item in pre-trained
models as m € M. The modality feature of the item i is represented
as iy, € R where d,,, denotes the feature dimension. The modal
features (interest preferences) of the user u can be easily calculated
as the mean of the modal features of all items observed interacting
with him/her, i.e., up = ﬁzielu im, where 7, denotes the set of
all items that the observed the user u has interacted with. In this
work, we consider only two mainstream modalities, visual modality
v and textual modality ¢, i.e., M = {o, t}. Nevertheless, our model
could be easily extended to scenarios with more than two modalities.
The goal of this work is to predict unobserved interactions between
users and items given multi-modal and interaction information.

4.2 Homography Relation Learning

Prior work [46, 47, 50] has shown that mining potential inter-item
associations could further enrich item representations. Moreover,
other research [41, 54] verifies the effectiveness of leveraging user-
side co-occurrence for performance gains. However, potential as-
sociations between user interests and item co-occurrence patterns
remain under-explored. Hence, we jointly explore co-occurrence
and similarity relations from both user and item perspectives.

For clarity, we illustrate the process using item examples, as user
and item relationships are built similarly. Notably, homography is
constructed before training, thus avoiding additional training costs.
Moreover, data sparsity further alleviates computational overhead.

4.2.1 Item Co-occurrence Graph Construction. Similar to establish-
ing user co-occurrence relationships [54], we construct the item
co-occurrence graph Gj; = {I,C;;}, where Cj; = {eii|i,i’ € T}
denotes the set of edges ¢; 7 between item i and item i’ in Gii. We
reserve the items with top-k common interactions among items
and take the number as the weight value, which can be denoted as
_ o .
by = {e,,,r, ifi’ € t'op k(i), )
0, otherwise.
Furthermore, as with [41] handling co-occurrence, the softmax
function is adopted to differentiate among item contributions.

4.2.2  Item Semantic Graph Construction. Analogous to studies [50,
54], we construct the modality-aware item semantic graph é{f =
{1, él'l"} for each modality m, where é,’n = {é;’;, li,i’ € T} denotes
the set of edges between item nodes in Gm. And we calculate the
similarity s;; between the two items (i and i") with cosine similarity,
and take it as the value of weight between them. Following the
experience of [50], we also perform the sparsification [2] of the
item semantic graph, and retain only the edges with high similarity.
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Specifically, the edge weights of the items could be formulated as

o {s;j;,, if 7%, € top-k(s]"), @

i = .
> 0, otherwise.

To mitigate potential gradient explosion or vanishing [18], degree
normalization is applied as in [50]. Then, all modal semantic graphs
are fused by summation using modal importance coefficients a’L¢™,
which sum up to 1. Finally, we obtain the item semantic graph G;; =
{Z,Cii}, where Cii = {&]i,i" € I}, &1 = Dme p apy e}l
4.2.3 Homogeneous Relations Learning. Given differences between
the item co-occurrence graph G;; and the item semantic graph G;; in
various scenarios, we introduce the item co-occurrence factor a2t¢™
to distinguish the final contribution, Gi; = alff™G;i+(1-all™)Gi;.

Before exploiting higher-order associations by performing mes-
sage passing on graph G;;, we first convert the item modality fea-

tures i7" to align with the ID embedding dimension. Formally,
im = Whild™ + b, 3)

where Wi, € R¥dm and b, € R?*! are the transformation and
bias parameters, and d is the ID embedding dimension. With the
consideration that the item IDs contain information that is distinct
from the multi-modal features, we concatenate them to obtain the
item representation h;, and perform homography relation learning,

I 1
hE ) - Z ei,i'h; ), )
i'eN;
where N; denotes the set of neighbors of item i in the item homoge-

neous graph Gij;. hgo) is initialized with spliced IDs and multi-modal

features, hgo) = ijg||iv||iz. And we take the final layer output as

shom

the item homography representation. The item ID and multi-

lid
modal features i’,ﬁ;’m learned through homography relations are
richer in semantic and co-occurrence information.

Similarly, we derive the user co-occurrence graph Gy, the in-
terest graph Gy, and the homogeneous graph Gy, in sequence.
Following Equation (4), the operation on Gy, yields the user repre-

hom hom

sentations (ui g and up™) carrying more user’s internal relations.

4.2.4 Item Feature Attention Integration. Since the multi-modal
features are not tailored for the recommendation task [46, 53] and
GNNs may further amplify the noise in the modality [25], we further
refine by introducing self-attention and cross-attention modules.

The self-attention module better adapts to the downstream rec-
ommendation task by adaptively adjusting the magnitudes of the
values of the dimensions within the modality. Formally,

(ihemWe) T (ihomwK)
Va

where ng, WK WY e R?* gre parameter matrices, softmax(-)
is the softmax function. Furthermore, layer normalization and resid-
ual connection are applied to enhance the robustness and general-
ization of the model [11]. More specifically, the multi-modal feature
of the item after self-attention is represented as

if’n‘“’f = softmax( )igme,‘;, (5)

if,f = lyfnorm(i}:,fm + iﬁ;self), (6)

where ly_norm(-) denotes the layer normalization function.
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The cross-attention module is designed to explore the inter-
modal influences, and the cross-attention multi-modal features
differ from various viewpoints. Therefore, the item’s cross-attention
visual features and textual features are calculated separately as

sy T (shsywK
e W) T (15°W5) | s v
jh-eross — softmax(;\/gvv)luswv ) (7)
sy QT (hsywK
i W iPW
i?_cross = softmax(—( o Wo) (i7"W; ))lilsWY 8)

Vd

As in the self-attention post-processing step, residual connection
and layer normalization are employed. Formally,

ii’nsc =ly_ norm(l +1h crossy, 9)

Note that we use the dropout mechanism in all attention modules
to enhance the expressiveness of the model based on the experience
of [37]. Since users’ multi-modal preferences are not directly ob-
tained, we do not fine-tune them, as evidenced by the experiments.

4.3 Heterography Relation Learning

Consistent with previous work [8, 15, 44], we conduct graph convo-
lution operations by leveraging LightGCN [14]. Furthermore, the
same interaction graph structure G,; could be employed by differ-
ent multi-modal and ID information for G| and g};f individually,
which operates to ensure non-interference with each other.

More specifically, the user and item multi-modal features at layer
I +1 are represented in G|} separately as

w2 3 4D, 00 2 3 4 (10)
m - n%m »
ieNy ueN;

where u( ) - uf‘,fm, ii,?) = i},ﬁfc, N, and M denote the set of

neighbors of the user u and the item i in m, respectively. The

m ol is employed
to prevent the problem of gradient vanishing or explosion as the
number of layers of the graph convolution layer stacks up [18]. By
combining the neighbor information aggregated across all layers,
we obtain the multi-modal representation of the user and the item,

symmetric normalization factor A, =

L
-1 ORI {0 (1)

, i ,
L+1Ztm> Mo 2m
1=0 1=0

Um

where L denotes the number of layers of LightGCN. It is the same
way that we obtain the representation of the user ID @;4 and the
item ID i;4 after message passing in g;;f by leveraging GNNs.

4.4 Refined Contrastive Learning

Through multi-modal contrastive learning, not only could the self-
supervised signals be introduced to alleviate the data sparsity, but
the consistency of modalities in the user-item interaction mode
could also be enhanced [8, 17]. However, simply contrasting modal-
ities causes the loss of recommendation-relevant information in
modal-unique features, and may introduce noise in modal-shared
features [7, 22, 39], thereby impairing recommendation perfor-
mance. To resolve the above concerns, we introduce meta-network
and orthogonal constraint techniques after contrastive learning to
further tackle the modal-shared and modal-unique features.
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4.4.1  Multi-modal Contrastive Learning. Consistent with previous
work [8, 17], we maximize the mutual information between the two
modal feature views with the help of InfoNCE [29]. Formally, the
item multi-modal contrastive learning loss is defined as
i exp(sim(io, ir) /7)
o= Z —log

= Y1 e 7 exp(sim(iy, i)/7)’

(12)

where sim(-, -) is the cosine similarity function, and 7 is the temper-
ature coefficient. Similarly, we can define the contrastive learning
loss on the user side .[Z’C‘l. At last, the total multi-modal contrastive

learning loss could be obtained as L.} = Lél + Li‘l

4.4.2 Modal-shared Meta-network. Simply utilizing features after
multi-modal contrasts ignores noise in modal-shared features, such
as the “girl” in Figure 1, further harming recommendation accuracy.
To filter out the noise in modal-shared and derive recommendation-
relevant features, we design a meta-network to extract valuable
information in modal-shared features, which is inspired by [3, 58].

We first splice the contrasting multi-modal features and align the
dimensions to obtain the modal-shared meta-knowledge. Formally,
the meta-knowledge modal-shared feature of the item is denoted as

ishare = Wsha,e(llet) + bshare (13)
where W € RAx2d pi € R4, and the notation || denotes
share share

the concatenation operation. Next, we employ a meta-network to
extract recommendation-relevant knowledge and parametrically
preserve knowledge into customized transformation matrices. Our
proposed meta-neural network could be represented as
W?hare = gll (ishare)s w?hare = glz (ishare)’ (14)
where g1 (+), g’2(-) are meta knowledge learners that comprise a
two-layer feed-forward neural network with PReLU activation
function. And, W?hare € Rixk W.lszhare € Rk*4 are customized
transformation matrices where modal-shared features are extracted
knowledge through the meta-network to filter out noise. The hy-
perparameter k is the rank of the transformation matrices with
restriction to k < d, which effectively controls the trainable pa-
rameters while enhancing the robustness of the model. To further
combine the extracted knowledge by the meta-network with the
item representation, inspired by the bridge function [3, 58], we
migrate them to the item ID information. Formally, the transferred
modal-shared feature of the item isj,4, is expressed as
ishare = Wélharew.lszhar;d (15)
Since item ID is learned after homography and heterography re-
lationships, we believe it may contain semantic and behavioral
information. Hence, we sum it i;; with the obtained modal-shared

features igp 4, to get the item modal-shared representation i{ hare’
S

Lhare = S(ishare) + ia- (16)

where §(-) is the PReLU activation function, enhancing feature
expressiveness [10]. Similarly, we get the user’s meta-knowledge
modal-shared preference ugj,,. and its transferred counterpart
Uspare- By fusing ID, we obtain the final user modal-shared repre-

sentation uf are- Note that the complexity of this component is on
par with that of the vanilla GNN due to the typically small k [3].
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4.4.3 Modal-unique Orthogonal Constraint. As shown in Figure 1,
“the fashionable twist design” in the image, the combined utilization
of different modal-unique and recommendation-relevant informa-
tion further highlights the complementary nature of multi-modal.

Considering orthogonal constraint loss achieves non-overlapping
information between features by encouraging individual features
to retain unique information [26]. Inspired by [1, 9, 52], we impose
an orthogonal constraint between multi-modal features to distin-
guish modal-unique information. Formally, the item multi-modal
orthogonal constraint loss between modalities could be denoted as

bre = D Il (a7)
iel
where || ||% is the squared Frobenius norm. We represent item visual
and textual features after orthogonal constraints with iy—yn; and
i;—uni, respectively. The same operation is taken to compute the
orthogonal loss of the user Lf,,. At last, we sum to get the total
multi-modal orthogonal constraint loss Loy = L., + .E(i)rt.
After obtaining the modal-unique information, we optimize it
by utilizing Bayesian Personalized Ranking (BPR) [30] to retain the
recommendation-relevant information. We align with the treatment
of transferred modal-shared features by summing the ID with the
modal-unique information. The fusion process is represented as

i = 8(meuni) +ia- (18)
where m € {v,t}, and §(+) denotes the PReLU activation function.
Then, we splice each modal-unique feature to get the final item

f S I i

modal-unique feature i) . =i, .Ili, .

i . Similarly, we can obtain

; f
the final user modal-unique preference u;, .

4.5 Prediction and Optimization

Finally, we splice modal-shared and modal-unique features sepa-
rately to form the final representation, as

«_ f f s Lf f
u = ushare”uuni’ L= lshare”luni‘ (19)

We predict the likelihood of interaction between the user u and the
item i by calculating the value of inner product, i.e., §y; = u*Ti*.

BPR is employed as our principal loss, popularly utilized in rec-
ommendation tasks [8, 44]. And the BPR loss enables REARM to
better retain more recommendation-relevant information in multi-
modal-unique features. Specifically, we construct a triplet (u, i, i")
with a user u and two items, where one item i is observed to have
an interaction with the user u and the other item i’ is not,

R={(uwii')lueU,icl,i’ ¢TI} (20)
Formally, the BPR loss function could be expressed as
Lopr= D, ~Iny(Gui = Jur), (21)
(i) eR

where /() is the sigmoid function. For better optimization of the
model, combining the multi-modal contrastive loss and the orthog-
onal constraint loss, our final loss function is denoted as

L=Lypr + A1 Ler + Aort Lort + Ap”®”§, (22)

where A.; and Ao+ are hyperparameters that control contrastive
and orthogonal loss, respectively. © denotes all model parameters,
and hyperparameter A, controls the impact of L2 regularization.
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Table 1: Statistics of the three datasets.

Dataset #User #ltem #Interaction Sparsity
Baby 19,445 7,050 160,792 99.88%
Sports 35,598 18,357 296,337 99.95%
Clothing 39,387 23,033 278,677 99.97%

5 Evaluation

5.1 Experimental Settings

5.1.1  Evaluation Datasets. Consistent with previous studies [8, 15,
47, 56], we conduct experiments on three publicly available and
widely used Amazon datasets: Baby, Sports, and Clothing. We filter
users and items by utilizing a 5-core as the threshold for each dataset.
These three datasets provide rich multi-modal feature data (visual
modality and textual modality). In this work, we use the 4,096-
dimensional visual features and 384-dimensional textual features
that have been preprocessed and released in prior work [55]. The
statistics for the three datasets are presented in Table 1.

5.1.2 Baseline Methods. To evaluate the effectiveness of REARM,
we compare it with state-of-the-art models. Based on whether or not
multi-modal utilized, they could be categorized into the general rec-
ommendation models (BPR [30], LightGCN [14], ApeGNN [48], and
MGDN [16]), and multi-modal recommendation models (VBPR [13],
MMGCN [44], DualGNN [41], GRCN [43], LATTICE [49], BM3 [57],
SLMRec [35], MICRO [50], MGCN [47], Diff MM [17], FREEDOM [56],
LGMRec [8], DRAGON [54], and MIG-GT [15]).

5.1.3  Evaluation Protocols. To obtain fair results for the experi-
mental evaluation, we adopt the same settings as in previous stud-
ies [15, 54, 56]. Specifically, we assess recommendation performance
with the two most common evaluation metrics, Recall and Normal-
ized Discounted Cumulative Gain (NDCG). Regarding the dataset
partition, we randomly split the history interactions according to
8 : 1 : 1 to obtain the train, validate, and test sets. Finally, we
evaluate the top-K recommendation with the all-ranking protocol,
and report the average performance over all users in the test set
for K = 10 and K = 20. For simplicity, the evaluation metrics can
be represented separately as R@K and N@K, where K € {10, 20}.

5.1.4 Implementation Details. To be fair, we set both the user and
item embedding dimensions to 64 and the training batch size to
2,048 to optimize all models. We search for optimal parameter
ranges in the validation set as reported by their original baseline
models for all models, and report the corresponding test set results.
To ensure convergence, early stopping and the total epochs are set
to 20 and 2,000, respectively. In line with previous work [8, 15, 47],
we employ R@20 as the training stop indicator on the validation set.
For our model, we simply adjust the number of LightGCN layers
from 1 to 10, the user and item modal importance coefficients from
0.1 to 1, the user and item co-occurrence coefficients from 0.1 to 1,
the transformation matrix rank from 1 to 10, and the dropout rates
of all attention modules from 0 to 1.

5.2 Overall Performance

The performance comparison results of all models on three datasets
are shown in Table 2. We observe the following findings,
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Table 2: Top-k recommendation performance comparison of different models. The best and the second-best performances are
marked with boldface and underlining, respectively.

Dataset Baby Sports Clothing
Metric ~ R@10 R@20 N@10 N@20 R@10 R@20 N@10 N@20 R@10 R@20 N@10 N@20
BPR 0.0357 0.0575 0.0192  0.0249  0.0432 0.0653 0.0241 0.0298  0.0206  0.0303  0.0114  0.0138
LightGCN  0.0479 0.0754 0.0257 0.0328 0.0569 0.0864 0.0311 0.0387 0.0361 0.0544 0.0197 0.0243
ApeGNN 0.0501 0.0775 0.0267 0.0338 0.0608 0.0892 0.0333 0.0407 0.0378 0.0538 0.0204 0.0244
MGDN 0.0495 0.0783 0.0272  0.0346  0.0614 0.0932 0.0340  0.0422  0.0362  0.0551 0.0199  0.0247
VBPR 0.0423 0.0663 0.0223 0.0284 0.0558 0.0856 0.0307 0.0384 0.0281 0.0415 0.0158 0.0192
MMGCN 0.0421 0.0660 0.0220 0.0282 0.0401 0.0636 0.0209 0.0270 0.0227 0.0361 0.0154 0.0154
DualGNN 0.0513 0.0803 0.0278 0.0352 0.0588 0.0899 0.0324 0.0404 0.0452 0.0675 0.0242 0.0298
GRCN 0.0532 0.0824 0.0282 0.0358 0.0599 0.0919 0.0330 0.0413 0.0421 0.0657 0.0224 0.0284
LATTICE 0.0547 0.0850 0.0292 0.0370 0.0620 0.0953 0.0335 0.0421 0.0492 0.0733 0.0268 0.0330
BM3 0.0564 0.0883 0.0301 0.0383 0.0656 0.0980 0.0355 0.0438 0.0422 0.0621 0.0231 0.0281
SLMRec 0.0521 0.0772 0.0289 0.0354 0.0663 0.0990 0.0365 0.0450 0.0442 0.0659 0.0241 0.0296
MICRO 0.0584 0.0929 0.0318 0.0407 0.0679 0.1050 0.0367 0.0463 0.0521 0.0772 0.0283 0.0347
MGCN 0.0620 0.0964 0.0339 0.0427 0.0729 0.1106 0.0397 0.0496 0.0641 0.0945 0.0347 0.0428
DiftMM 0.0623 0.0975 0.0328 0.0411 0.0671 0.1017 0.0377 0.0458 0.0522 0.0791 0.0288 0.0354
FREEDOM  0.0627 0.0992 0.0330 0.0424 0.0717 0.1089 0.0385 0.0481 0.0629 0.0941 0.0341 0.0420
LGMRec 0.0644 0.1002 0.0349 0.0440 0.0720 0.1068 0.0390 0.0480 0.0555 0.0828 0.0302 0.0371
DRAGON 0.0662 0.1021 0.0345 0.0435 0.0752 0.1139 0.0413 0.0512 0.0671 0.0979 0.0365  0.0443
MIG-GT 0.0665 0.1021 0.0361 0.0452 0.0753 0.1130 0.0414 0.0511 0.0636 0.0934 0.0347 0.0422
REARM 0.0705 0.1105 0.0377 0.0479 0.0836 0.1231 0.0455 0.0553 0.0700 0.0998 0.0377 0.0454

Our model significantly outperforms all baselines (both general
and multi-modal recommendation models) on every dataset. We
attribute the remarkable improvement to: 1) We refine current
multi-modal contrastive learning with meta-network and orthog-
onal constraint methods to filter out noise from modal-shared
features while preserving modal-unique and recommendation-
relevant information. 2) We further mine the user interest graph
and item co-occurrence graph based on previous homogeneous
graphs, which enable the model to explore their potential struc-
tural and semantic relationships in detail with the help of GNN.
The majority of multi-modal recommendation models (e.g., MIG-
GT, DRAGON, LGMRec, and FREEDOM) significantly outper-
form general recommendation models (e.g., BPR, MGDN, Light-
GCN, and ApeGNN), which suggests that the multi-modal infor-
mation can help the models better to understand the items and
the users’ multi-modal interests. In addition, DRAGON shows
better performance by integrating the user co-occurrence graph
and the item semantic graph. It reveals that mining homogeneous
relationships among users and items is quite effective, based on
which we further explore the user interest graph and item co-
occurrence graph to refine the homogeneous relationships.

Table 3: Ablation study on different modules of the REARM.

Dataset Baby Sports Clothing
Metric R@20 N@20 R@20 N@20 R@20 N@20
w/ouu  0.1055 0.0458 0.1209 0.0544 0.0984 0.0446
w/o ii 0.0972 0.0420 0.1011 0.0453 0.0676 0.0298
w/oco  0.1057 0.0458 0.1158 0.0511 0.0968 0.0434
w/osim  0.0903 0.0402 0.0982 0.0445 0.0708 0.0325
w/ohom 0.0926 0.0403 0.0975 0.0437 0.0653 0.0290
w/o meta 0.1078 0.0471 0.1214 0.0547 0.0995 0.0451
w/oort 0.1079 0.0470 0.1201 0.0548 0.0983 0.0447
w/oref 0.1070 0.0467 0.1190 0.0545 0.0982 0.0446
REARM 0.1105 0.0479 0.1231 0.0553 0.0998 0.0454

meta-networks (w/o meta), no orthogonal constraints
and no refinement (w/o ref).

(w/o ort),

e The variant w/o hom achieves the worst results on both datasets,

5.3 Ablation Study

5.3.1 Effect of Different Components of REARM. To analyze the
impact of various homographs on the model performance, we cate-
gorize them into: no user homograph (w/o uu), no item homograph
(w/o ii), no co-occurrence homographs (w/o co), no similarity ho-
mographs (w/o sim), and no homographs at all (w/o hom). For the
refinement of multi-modal contrastive learning, we split it into: no

which indicates that the introduction of homographs can greatly
improve performance. Furthermore, w/o uu is better than w/o
ii, and w/o co is better than w/o sim. This illustrates the greater
importance of item homogeneous graphs and semantic relations.

o For refining the contrastive learning module, removing either

the meta-learning or the orthogonal constraint module results
in performance degradation. This further points to the impor-
tance of filtering modal-shared feature noise and focusing on
recommendation-related information in modal-unique features.
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Figure 4: Comparison of different feature modalities.

5.3.2  Effect of Different Modalities of REARM. To study the con-

tribution of diverse modalities to our proposed model, we conduct

separate experiments for visual and textual modalities, denoted as

REARMy and REARMT, respectively. The experiment results are

shown in Figure 4, and we could make the following findings.

e Neither REARMy nor REARMr achieves the desired results un-
der both metrics, which verifies that each modality is critical
since both of them contain different and unique information.

e REARMTr is better than REARMy in all datasets, especially in
the Clothing. This is reasonable, as texts contain more refined
information and less noise compared to images, which could help
users to better select clothes with satisfactory sizes and styles.

5.4 Hyperparameter Analysis

5.4.1  Effect of the Weight of the User Co-occurrence Graph. We
search for the proportion of the user co-occurrence graph in the
final user homograph in {0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9}. As
shown in Figure 3, we find that compared to the user co-occurrence
graph, the user interest graph with a certain weight could better
improve the model effect, which is consistent with our motivation.

5.4.2  Effect of the Weight of the Item Co-occurrence Graph. We
explore the contribution of the item co-occurrence graph by search-
ing in {0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9}. The optimal weight
values for various datasets are different, as seen in Figure 3, which
is expected and demonstrates that mining inter-item co-occurrence
relationships could enrich the representation of users and items.

5.4.3  Effect of Matrix Rank in Modal-shared Meta-network. We
effectively control the number of model parameters and enhance
the model robustness by the rank of the matrix, searched within
{1,2,3,4,5,6,7,8,9,10}. From Figure 3, we observe that the rank of
the matrix for the Sports dataset is 7, which is the largest. A possible
reason is that it has the most interactions in three datasets, which
may require more model capacity to capture richer interactions.

5.4.4  Effect of the Number of Layers in the Interaction Graph. In
the user-item interaction graph, we search for the number of propa-
gation layers from 0 to 9. We find that the optimal number of layers
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Figure 5: Difference heatmap of interaction probabilities be-
fore and after refining multi-modal contrastive learning.

for all datasets is greater than 3, as illustrated in Figure 3, which
is inconsistent with previous studies, where most of them are at 2
layers. We speculate that it is related to the attention mechanism,
which retains valuable information by exploring intra- and inter-
modal relationships, thereby allowing information to be propagated
to a greater extent via higher-order GNNs.

5.5 Visualization Analysis

For further investigation of the importance of refining the multi-
modal contrastive learning, we select a portion of users and items
from the Baby dataset and calculate the probability of interactions
before and after refining contrastive learning, respectively. By differ-
entiating, we get a heatmap of the interaction probability difference.
As shown in Figure 5, the deeper the color of the heatmap, the
more it indicates that REARM predicts a higher probability of inter-
actions. The yellow boxes in the heatmap indicate that they have
been observed to interact in the training set, e.g., user us07 and
item izg75. Compared to the existing methods, REARM considers
the noise in modal-shared and modal-unique and recommended
information, rendering it a better predictor. For example, REARM
further predicts the high likelihood of interaction between user
u1983 and item izg75, which is confirmed to exist in the test set.

6 Conclusion

In this paper, we propose a novel framework for REfining multi-
modAl contRastive learning and hoMography relations (REARM).
A meta-network is designed to denoise the modal-shared features,
and the orthogonal constraint loss is utilized to retain the modal-
unique and recommendation-relevant information to refine the
current multi-modal contrastive learning methods. We also explore
potential structural and semantic relationships in user interest and
item co-occurrence graphs to enrich representations based on exist-
ing homogeneous graphs. Extensive evaluation on three real-world
datasets shows that REARM outperforms state-of-the-art baselines.
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